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HM

The dataset

Let us consider the following corpus

Quiz 3: Coursework
The Training Process

Please enter your name: *
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The word2idx dictionary associated with the Raw Corpus is the following dictionary:

We consider the positive batch and the negative batch discussed in the previous quiz

The Forward Propagation
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The following figure represents the Forward propagation. The objective is to predict the context words
from the center word. We have the following hyperparameters: V=8, D=3

x_hat in the previous figure represents the one hot vector associated with an index  x in {1, . . . , V}
representing a center word

The equations involved in the Forward propagation are summarized as follows:

1 point

A single binary classification problem

A multiclass classification problem

Several binary classification problems

Which classification problem are we dealing with ?
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1 point

The probability that the word of index o is in the context of the center word x

The probability that the couple (x, o) is a fake couple.

Let us consider the positive batch. From the true center word 6 we compute p_1, p_2, p_3 and p_5.

1 point

The probability that the word "Neural" is in the context of "Sequential" ?

The probability that the word "LSTMs" is in the context of "Sequential" ?

The probability that the word "Sequential" is in the context of "Neural" ?

Let us consider o in {1, . . . , V}.  What is the interpretation of p_o (the o-th dimension of the output
vector p) ?

What is p_5 ?



31/05/2022, 19:37 Quiz 3: Coursework

https://docs.google.com/forms/d/1Ld0TY3kSn2HgpUGud-VSYAKvQGX9__a_YgBj8RzUXaI/edit#response=ACYDBNjb6dPkIoI7itTzJSveJwOl2rsXTdXQlS… 5/8

1 point

The categorical cross entropy

The binary cross entropy

1 point

The 6-th row of W_1 and the columns 1, 2, 3 and 5 of W_2

The 6-th column of W_1 and the rows 1, 2, 3 and 5 of W_2

All the rows and columns of W_1 and W_2

Let us consider the negative batch. From the fake center word 7 we compute p_1, p_2, p_3 and p_5.

What is the loss function associated with a binary classification problem ?

Here is the loss function associated with the positive batch. What are the elements of W_1 and W_2
which are involved in this expression ?
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1 point

The probability that the word "Neural" is in the context of "Attention" ?

The probability that the word "LSTMs" is in the context of "Sequential" ?

The probability that the word "LSTMs" is in the context of "Attention" ?

1 point

The row 7 of the matrix W_1 and the columns 1, 2, 3, 5 of the matrix W_2

The column 7 of the matrix W_1 and the rows 1, 2, 3, 5 of the matrix W_2

All the rows and columns in W_1, W_2

The Backward Propagation For the positive batch

We have the following expressions of the gradients:

What is p_5 ?

Here is the loss function associated with the negative batch. What are the elements of W_1 and W_2
which are involved in this expression ?



31/05/2022, 19:37 Quiz 3: Coursework

https://docs.google.com/forms/d/1Ld0TY3kSn2HgpUGud-VSYAKvQGX9__a_YgBj8RzUXaI/edit#response=ACYDBNjb6dPkIoI7itTzJSveJwOl2rsXTdXQlS… 7/8

1 point

(a)

(b)

(c)

1 point

5*D

4*D

2*V*D

The Backward Propagation For the negative batch

Which expression of the gradient is correct ?

We have the following update equations associated with the positive batch. What is the number of
parameters updated ?
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We have the following expressions of the gradients:

1 point

(a)

(b)

(c)

This content is neither created nor endorsed by Google.

Which expression of the gradient is correct ?

Any question ?
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