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1.

The following figure represents the Sequence to Sequence Model with Attention

Mechanisms (S2SWA)

Attention Weights

Name
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The following figure represents the soft query retrieval problem (SQRP):

Let us compare the context vector in (S2SWA) and the attention vector in (SQRP):
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2. 2 points

Mark only one oval.

(a)

(b)

(c)

3. 2 points

Mark only one oval.

(a)

(b)

(c)

Which elements of the architecture (S2SWA) represent the values (v_i)_i

in the (SQRP) ?

Let us use the dot scalar as an "alignment function" and the Softmax as a

"distribution function" in the (SQRP). Which equation is correct ?
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4. 2 points

Mark only one oval.

(a)

(b)

(c)

5. 2 points

Mark only one oval.

(a)

(b)

(c)

In the (S2SWA) architecture

Which element in the (S2SWA) could be a good candidate to represent

the query in the (SQRP) ?
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6. 2 points

Mark only one oval.

(a)

(b)

(c)

This content is neither created nor endorsed by Google.

Which elements in the (S2SWA) could be good candidates to represent

the keys in the (SQRP) ?

 Forms

https://www.google.com/forms/about/?utm_source=product&utm_medium=forms_logo&utm_campaign=forms

